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Abstract. Face recognition is a rapidly growing research area, which
is based heavily on the methods of machine learning, computer
vision, and image processing. We propose a rotation and noise invari-
ant near-infrared face-recognition system using an orthogonal invari-
ant moment, namely, Zernike moments (ZMs) as a feature extractor in
the near-infrared domain and spectral regression discriminant analy-
sis (SRDA) as an efficient algorithm to decrease the computational
complexity of the system, enhance the discrimination power of fea-
tures, and solve the “small sample size” problem simultaneously.
Experimental results based on the CASIA NIR database show the
noise robustness and rotation invariance of the proposed approach.
Further analysis shows that SRDA as a sophisticated technique,
improves the accuracy and time complexity of the system compared
with other data reduction methods such as linear discriminant analy-
sis. © 2013 SPIE and IS&T [DOI: 10.1117/1.JEI.22.1.013030]

1 Introduction
Although face recognition seems to be an easy task for a
human, automatic face recognition is still a challenging prob-
lem due to variations in illumination, facial expression, and
head pose.1,2 Techniques that can provide efficient feature
extraction with high discrimination power and low computa-
tional complexity are crucial. Based on the way of consid-
ering spectrum information, face-recognition methods may
be divided into two main categories: visible (VIS) and infra-
red (IR). During the last two decades, most studies in the
field of face recognition have focused only on visible
imagery due to availability of visible cameras and high qual-
ity of acquired images. However, the main problem with
these approaches is a high dependency of system perfor-
mance on external light, angle of light, and even skin color
of people.3–5 To date, different methods have been proposed
to solve the illumination problem and improve the perfor-
mance of algorithms.6 Recently near-infrared (NIR) imagery
has received much attention due to the high quality of
acquired images as well as high performance of NIR cameras
under illumination variations.7 The volume of literature in
the NIR domain is very limited in comparison with visible

Paper 12370 received Sep. 9, 2012; revised manuscript received Jan. 29,
2013; accepted for publication Feb. 14, 2013; published online Mar. 1, 2013.

0091-3286/2013/$25.00 © 2013 SPIE and IS&T

Journal of Electronic Imaging 013030-1 Jan–Mar 2013/Vol. 22(1)

Journal of Electronic Imaging 22(1), 013030 (Jan–Mar 2013)

Downloaded From: http://electronicimaging.spiedigitallibrary.org/ on 03/04/2013 Terms of Use: http://spiedl.org/terms

http://dx.doi.org/10.1117/1.JEI.22.1.013030
http://dx.doi.org/10.1117/1.JEI.22.1.013030
http://dx.doi.org/10.1117/1.JEI.22.1.013030
http://dx.doi.org/10.1117/1.JEI.22.1.013030
http://dx.doi.org/10.1117/1.JEI.22.1.013030
http://dx.doi.org/10.1117/1.JEI.22.1.013030


or thermal IR domain. Zou et al. offered an important dis-
cussion on proposing a new method in the NIR domain to
solve the illumination problem.8 The Fisherface technique
is used as a feature-extraction step.9 The authors were suc-
cessful in proposing active NIR as the approach to address
the illumination problem in face-recognition systems; how-
ever, they did not offer an adequate discussion on some
common challenges, such as facial expression and noise.
Moreover, the feature-extraction procedure requires a lot
of images in the training set to represent good results, and
Xiaoyang et al. showed that the performance of the principal
component analysis (PCA) drops sharply with the decreasing
number of training samples for each person.10 As a result, the
feature-extraction process is not only time-consuming but
also needs a large memory to process the features. Hence
it cannot be used for large-scale high-dimensional data.

Li et al. introduced a novel design of active NIR camera
hardware and enhanced algorithm to propose an illumination
invariant face-recognition system.11 Local binary pattern
(LBP) features are extracted to compensate monotonic trans-
form and obtain illumination invariant face representation.12

Finally two statistical learning algorithms are used to
decrease the dimension of features and extract most discrimi-
native features. However, a serious weakness of this
approach is the high sensitivity of LBP features to noise,
slight head pose, and alignment errors.13,14 Another problem
with this method is applying the statistical learning algorithms
on high-dimensional LBP features (748,592-dimensional
vector), which may lead to a complex and time-consuming
learning process with large memory requirements.

A new method based on discrete wavelet transform and
two-dimensional (2-D) principal component analysis
(2DPCA) was introduced by He et al.15 The proposed
method highlighted the efficiency of wavelet transform in
the NIR domain for the first time. Despite its strength, there
are some issues, such as head pose and noise, which are not
fully addressed. Moreover, the wavelet transform used in this
approach is translation variant and a simple shift of the input
signal may change the coefficients of wavelet transform
considerably.16,17

The research to date has tended to focus on designing NIR
hardware to solve the illumination problem, and there has
been little agreement on proposing an accurate NIR face-
recognition method with respect to most common chal-
lenges. Furthermore, collecting sufficient prototype images
capable of covering all the challenges is truly impossible
in real face-recognition systems. Hence, proposing a small-
size training face-recognition system, which is robust to most
of the variations, is still a challenging problem in the face-
recognition area.

In this paper, we propose a global feature-based method
based on Zernike moments (ZMs) and spectral regression
discriminant analysis (SRDA) to deal with facial expres-
sions, head pose, small number of images in the training
set, image rotation, noise, and high time complexity of
systems. Experimental results show that our proposed algo-
rithm overcomes the shortcomings of other methods in the
presence of tilt (image rotation) and noise. In addition, it
enhances the feature-extraction procedure considerably.

The contribution of this paper consists of the following:

• Application of ZMs coupled with SRDA in NIR
domain to generate salient features.

• Design of a face-recognition system in the NIR
domain, which has good accuracy with small number
of images in the training set.

• Design of a face-recognition system in the NIR
domain, which is fast, accurate, and suitable for real-
time face recognition.

The remainder of this paper is organized as follows: in
Sec. 2, we provide a brief review of ZMs. In Sec. 3,
SRDA is explained. The proposed system is expressed in
Sec. 4. Experimental results and performance analysis are
given in Sec. 5. Final conclusion and discussion are pre-
sented in Sec. 6.

2 Zernike Moment Invariants

2.1 Introduction and Definition
ZMs have been used widely as a powerful feature extractor in
pattern-recognition systems with satisfactory results. Their
history dates to 1980 when Teague introduced ZMs based
on the theory of orthogonal polynomials in image analysis
and constructed useful moments which were invariant
regarding to rotation.18,19 The application of ZMs as global
invariants has generated a lot of interest in face-recognition
algorithms due to their rotation invariance property and their
high robustness to noise.20–24 Furthermore, they have proven
to be better than other orthogonal moments in terms of com-
putation time, feature representation capability, and multi-
level representation for describing the shapes of patterns.25

The kernel of ZMs is a set of orthogonal Zernike polyno-
mials defined on a unit circle in Cartesian coordinates.
ZMs are a special case of general radial moments Fpq

Fpq ¼
ZZ

fðr; θÞgpqðrÞeĵqθrdrdθ; ĵ ¼
ffiffiffiffiffiffi
−1

p
; (1)

where gpq is a function of radial variable and p, q are integer
indices. Under image rotation by α, the moment Fpq changes
due to the Fourier shift theorem as follows:

F 0
pq ¼ Fpqeĵqα: (2)

Hence, the moment magnitude jFpqj is a rotation invariant
and is shown in detail in Ref. 26. For a continuous image
function fðx; yÞ, the ZM of order p with repetition q is
defined by the following equation:

Zpq
pþ 1

π

Z
2π

θ¼0

Z
1

r¼0

V�
pqðr; θÞfðr; θÞrdrdθ; jrj ≤ 1;

(3)

where the symbol � is the sign of complex conjugate and Vpq
denotes the Zernike polynomial of order p ¼ 0; 1; 2; : : :
and repetition q ¼ −p;−pþ 2; : : : ; p, which is defined as
follows:

Vpqðr; θÞ ¼ RpqðrÞeĵqθ: (4)

The real-valued radial polynomial Rpq is expressed as
follows:
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Rpq ¼
Xp−jqj2

k¼0

ð−1Þk ðp − kÞ!
k!
�
pþjqj
2

− k
�
!
�
p−jqj
2

− k
�
!
rp−2k; (5)

where p ≤ q and p − jqj is even. The radial part of ZMs up
to the 13th degree is plotted in Fig. 1.

2.2 Discrete Approximation of Zernike Moments
Since ZMs are defined over polar coordinates inside a circle,
their calculation requires a transformation of the coordinates,
which maps the image inside the unit disk. We use the
transform that is given as follows:

xi ¼
ffiffiffi
2

p

N − 1
i −

1ffiffiffi
2

p ; yj ¼
ffiffiffi
2

p

N − 1
jþ 1ffiffiffi

2
p ; (6)

rij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2i þ y2j

q
; θij ¼ tan−1

�
yi
xi

�
: (7)

As a result, the discrete approximation of continuous ZMs is
defined by the following equation:

Zpq ¼ λZðp; R; CÞ
XR−1
i¼0

XC−1
j¼0

RpqðrijÞe−ĵqθijfði; jÞ; (8)

where N ¼ maxðR;CÞ and

λZðp; R; CÞ ¼
2ðpþ 1Þ

πðR − 1ÞðC − 1Þ : (9)

3 Spectral Regression Discriminant Analysis

3.1 Definition
SRDA is an advanced data reduction technique introduced
by Deng Cai as an efficient dimensionality reduction tool
for large-scale discriminant analysis.27,28 It is based on a
combination of spectral graph analysis and regression,
which decreases the time complexity of the system while
enhancing its performance considerably. Theoretically, in

this approach only a set of regularized least square problems
is solved and no eigenvector computation is involved. As a
result, both time and memory are saved significantly in com-
parison with other dimensionality reduction algorithms such
as linear discriminant analysis (LDA). As shown in Table 1,
SRDA decreases computational complexity from cubic time
complexity to linear time complexity. Moreover it can cope
with the “small sample size” problem, whereas LDA would
fail to work in this case due to the singularity of the scatter
matrix in LDA when the number of features is larger than
the number of samples, a common issue in large-scale
experiments.

3.2 Algorithmic Procedure
Suppose x1; : : : ; xm ∈ Rn be a set of data points that belong
to C classes and mk be the number of samples in the k’th
class ðPc

k¼1 mk ¼ mÞ. The algorithmic procedure of SRDA
can be summarized in three steps as follows:

3.2.1 Response generation

Suppose

yk ¼ ½0; : : : ; 0|fflfflfflffl{zfflfflfflffl}
Xk−1
i¼1

mi

; 1; : : : ; 1|fflfflfflffl{zfflfflfflffl}
mk

; 0; : : : ; 0|fflfflfflffl{zfflfflfflffl}Xc
i¼kþ1

mi

�T

and y0 ¼ ½1; 1; : : : ; 1�T be a vector of ones. Now y0 is taken
as the first vector, and then the Gram-Schmidt process is

Fig. 1 Zernike polynomials up to the 13th degree.

Table 1 Computational complexity of LDA and SRDA.27

Algorithm Time complexity Memory

LDA Oðmnt þ t3Þ Oðmn þmt þ ntÞ

SRDA OðmsÞ OðmsÞ
Note: m, the number of samples; n, the number of features; t ,
minðm;nÞ; s, the average number of nonzero features for one sample.
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employed to orthogonize fykg. As a result c − 1 vectors are
derived as follows:

fȳkgc−1k¼1; ðȳTi y0 ¼ 0; ȳTi ȳj ¼ 0; i ≠ jÞ: (10)

3.2.2 Regularized least squares

In the second step, first a new element “1” is added to each xi
and is still denoted by xi to avoid complication. Now c − 1
vectors fakgc−1k¼1, which are the basis vectors of SRDA,
are calculated by the regularized least squares problem as
follows:

ak ¼ arg min
a

�Xm
i¼1

ðaTxi − ȳki Þ2 þ αkαk2
�
; (11)

where ȳki denotes the i’th element of ȳk and α is a regu-
larization parameter that controls the smoothness of the
estimator.

3.3 Embedding to (c − 1) dimensional subspace
As soon as c − 1 vectors fakgc−1k¼1 are derived, the samples
are embedded into ðc − 1Þ-dimensional subspace as follows:

x → z ¼ AT
h x
1

i
; (12)

where A ¼ ½a1; : : : ; ac−1� is a ðnþ 1Þ × ðc − 1Þ transforma-
tion matrix.

4 Proposed System (ZMSRDA)
In this section, feature extraction, discrimination analysis,
and classification are discussed in detail. The proposed
face-recognition system is composed of different parts as
shown in Fig. 2. Since all face images in our database are

already detected, no face detection is performed in the
proposed algorithm.

4.1 Feature Extraction
Facial features in this approach are salient features derived
by calculation of ZMs for different orders. Due to the
orthogonal and global characteristics of ZMs, our system
is robust to rotation and noise. In a nutshell the process of
feature extraction can be summarized as follows:

• ZMs of an image are calculated. However, to improve
the performance of the system, different orders are
checked and the optimal is selected as the best order
of ZMs (see Table 2).

• Since different features get a different range of possible
values, the classification may be based primarily on the
features with a wider range of values. As a result, in the
second step the normalization process is performed
with the features as follows:

âi;j ¼
ai;j − μj

σj
; (13)

where ai;j is the j’th feature of the i’th image and μj
and σj are the mean and standard deviation of the
features in the training set, respectively.

• In the third step, the normalized features are weighted
by a number between 0 and 1, which are calculated by
the correct classification rate of different orders of
ZMs in the training set. As a result, the features of dif-
ferent orders with higher discrimination power obtain
higher weights. This process not only enhances the
discrimination power of the features but also improves
the classification process of the system considerably.

4.2 Discrimination Analysis
As soon as weighted feature vectors are generated, discrimi-
nation analysis is applied to enhance the discrimination
power of the system. For this purpose, SRDA is employed.
The Tikhonov regularizer29 is used to control the model com-
plexity. Finally the optimum value of α is calculated and a
model is generated (see Table 3).

4.3 Classification
To classify the probe image, k − NN classifier ðk ¼ 1Þ with
Euclidean distance criterion is used in the proposed algo-
rithm due to its simplicity as well as speed. Finally, the rec-
ognition rate of the proposed system is calculated by the
following equation and reported in our experiments:

Recognition rate ¼ Correctly classified samples

Total number of samples
× 100:

(14)

5 Experimental Results and Performance Analysis
In this section, the performance of the proposed algorithm
is tested and then compared with some existing NIR face-
recognition schemes such as the Fisherface technique,8

LBPþFisherface (LBPF),11 and wavelet transformþ
Fig. 2 The general procedure of the proposed face-recognition
system.
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2DPCA (W2DPCA).15 In addition two more approaches
based on ZM and ZMþ Fisherface (ZMF) are evaluated to
highlight the contribution of SRDA in our algorithm. In the
first part of this section, the image database and the normali-
zation process are described briefly. This is followed by the
experiments carried out to evaluate the performance of the
system. The following sets of experiments are carried out:

• Testing the performance of the proposed method with
normal faces and defining the optimum order of ZMs
and the optimum value of α in SRDA.

• Testing the performance of the system with different
challenges such as facial expression and slight pose.

• Testing the rotation invariance of the algorithm.
• Testing the robustness of the system against salt-

pepper noise.
• Measurement of computation time.

All of our experiments were conducted using MATLAB
2012a on a Pentium 4 2.50-GHz Windows 7 machine with
4 GBytes of memory.

5.1 Database and Preprocessing
In this paper, we use the CASIA NIR face database, which is
composed of 3940 NIR face images of 197 people.11 The
images were taken with a home-brew device which produces
images with 640 × 480 resolutions in bitmap format. Since
some of the subjects do not exhibit special challenges, they
were not considered, and only 100 subjects, which include
variations in facial expressions and head pose, were selected.
For every subject, there are 20 NIR images in the database.
For our experiment, 10 images consisting of normal images,
images with facial expressions, and images with head pose
are selected for each subject. Hence the whole number of
images in our experiment is 1000 images (10 images per sub-
ject). The tolerance for the head pose is maximum of 5 deg
from the straight position; the images that include bigger
head pose were not considered.

The normalization procedure consists of initial manual
alignment of raw images based on eye coordinates of images.
Consequently we crop and resize them to 64 × 64 to reduce
computational complexity. Several samples of raw and
normalized images are shown in Fig. 3.

5.2 Experimental Results
5.2.1 Testing the performance of the proposed

method for normal faces

In this section, we assess the performance of the system for
normal faces of 100 subjects to optimize the performance of
different components in the proposed algorithm. The normal
faces are frontal faces without facial expression and head
pose. The number of images in training and testing set is
three, and there is no overlap between training and testing
set. The following sets of experiments are conducted in
this section:

• Testing the performance of the system with different
orders of ZMs and selecting the optimal to enhance
the performance of the system.

• Testing the performance of the system with different
values of α in SRDA.

Table 3 Effect of different values of α on the face-recognition rate.

α

Mean recognition
rate (%) ZMSRDA

0.6 91.5

0.5 92.2

0.4 93.5

0.3 95.6

0.2 96.1

0.1 97.3

0.05 97.3

0.02 98.5

0.01 100.0

0.007 98.5

0.003 96.1

Table 2 Percentage of classification for different orders.

Order

Dimensionality
up to specified

order

Mean recognition
rate of ZM up to

specified order (%)

0 2 1.4

1 8 19.1

2 18 58.8

3 32 82.3

4 50 85.2

5 72 83.8

6 98 88.2

7 128 94.1

8 162 95.6

9 200 95.6

10 242 97.3

11 288 96.4

12 338 95.6

13 392 96.4
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Optimum order of Zernike moments. In the first experi-
ment, different orders of ZMs are tested by empirical
approach and the mean recognition rate is considered.
Table 2 shows the mean recognition rate of ZMs up to a
specified order. As can be seen the best recognition rate is
obtained with order 10 and the recognition rate reduces
when ZM order increases. As a result, order 10 is selected
as an optimum order and the feature vectors of order 0 to 10
are used for our further experiments. The same results can
be found in Refs. 20 to 22 and 24.

Parameter selection for SRDA. Regularization parameter
α in Eq. (11) is an essential parameter that controls the
smoothness of the estimator in the SRDA algorithm. In
this experiment the impact of α on the performance of our
algorithm is evaluated. Hence different values of α are tested
empirically and the results are considered. As shown in
Table 3, the best recognition rate is achieved with α ¼ 0.01,
and the recognition rate is reduced when the value of this
parameter is reduced. As a result α ¼ 0.01 is chosen as
an optimum value of α in SRDA for our further experiments.

5.2.2 Testing the performance of the system
with different variations

In this experiment, the performance of the algorithm for face
images with different challenges including facial expressions
and head pose is evaluated. A random subset with
lð¼ 2; 3; 4Þ images per person is taken with labels to form
the training set, and the rest is considered as a testing set.
One hundred subjects are used in this experiment. We
employ a closed universe assumption (i.e., each test image
will have a corresponding match in the training). For each l
the average recognition rate with over 20 splits is calculated,
and the result is considered. Finally a comparison study is
performed to highlight the superiority of our method.
W2DPCA, Fisherface, LBPF, ZM, and ZMF are used for
comparison. The average recognition rates along with stan-
dard deviations are presented in Table 4. Standard deviation
is the most useful criterion for evaluating whether different
selections of training images affect the recognition perfor-
mance. The lower the standard deviation, the less the effect

of choosing different training image sets.30 Recognition rates
versus different number of training samples are plotted in
Fig. 4. The following results can be concluded from
Table 4 and Fig. 4:

• As shown in Table 4, ZMSRDA (the proposed algo-
rithm) yields the maximum recognition rate with the
minimum standard deviation, which shows a high dis-
crimination power of extracting features that are as rep-
resentative as possible. Moreover, ZMF and ZMSRDA
performed better than ZM because of applying dis-
criminant analysis, which significantly increases the
discrimination power of the system. Of course, the per-
formance of ZMSRDA is better than ZMF. It shows the
superiority of regularized techniques such as SRDA in
comparison with the classical Fisherface.

• From the graph below, we can see that the performance
of the Fisherface drops sharply with the decreasing
number of training samples for each person. It shows
high dependency of the performance of the Fisherface
technique on the size and representativeness of the
training set. The underlying reason is that Fisherface
perceives only the global Euclidean structure of
image data. Hence it does not have sufficient capability
to discover the intrinsic manifold of data when the
number of images in the training set is low. This result
is consistent with the result in Ref. 31, which shows the
deficiency of the Fisherface method when the training
set is small.

• The stability of our method with different number of
images in the training set is considerable. It can be
implied by the fluctuation of Fig. 4 based on
ZMSRDA, which is more consistent than other meth-
ods. As a result, our method is irrelevant with respect to
the number of images in the training set, which can be
considered as a big advantage of our method in com-
parison with other methods.

5.2.3 Testing the rotation invariance of the algorithm

Rotation of a head approximately around the optical axis of
the camera leads to an in-plane rotation of the face image.
This unwanted variation must be overcome either by

Table 4 Performance comparison of various methods on CASIA
database (mean� SD percent)

Method

Number of images in the training set

2 3 4

W2DPCA15 86.4� 3.11 88.1� 2.27 92.4� 2.01

Fisherface8 90.3� 2.79 94.6� 2.01 97.2� 1.11

LBPF11 96.1� 1.46 97.9� 0.91 98.7� 0.74

ZM 89.8� 3.21 92.9� 2.65 95.3� 1.25

ZMF 93.8� 2.14 95.4� 1.82 97.8� 1.02

ZMSRDA 98.3� 1.29 99.1� 0.69 99.5� 0.25Fig. 3 (a) Samples of raw images; (b) samples of preprocessed
images including normal image, image with facial expressions, and
image with head pose, respectively.
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transforming the face into a normalized position (using prin-
cipal axes for instance), which is time-consuming, or by
rotational invariance of the features used for recognition.
The importance of the rotation invariance property in face
recognition was highlighted in Refs. 20, 30, and 32.

In this section, the rotation invariance of our algorithm for
100 subjects is tested. In most implementations some part of
the images are located outside the boundary of the images.
Hence raw images are masked to remove the outside loca-
tions of images when they are rotated. Five images are
used in training and the rest are rotated up to 150 deg to form
a testing set. Some samples of rotated images are shown in
Fig. 5. Rotation Zernike invariants up to order 10 are used in
this experiment. Table 5 illustrates the mean recognition rate
of the proposed algorithm for different angles. As can be
seen in this table, features extracted using rotation Zernike

invariants are invariant to rotation even with high angles,
which shows the invariance property of ZMs. In other
words, due to rotation, each ZM acquires a phase shift.
Hence the magnitude of a rotated image remains identical
to those before rotation.

5.2.4 Testing the performance of the system against
salt-pepper noise

Image noise is a random, usually unwanted, variation in
brightness or color information in an image.33 Salt-pepper
noise is one of the common types of noises that can be
caused by dead pixels, analog to digital convertors, bit errors
in transformation, etc. It has been given different appellation
including “impulsive noise” and “spike noise.” Actually an
image containing salt-pepper noise will have dark pixels in
bright regions and bright pixels in dark regions.20 Some sam-
ples of facial images with different levels of salt-pepper noise
are shown Fig. 6. In this section, experiments on CASIA

Fig. 4 Recognition rate versus different number of training samples.

Fig. 5 Face images with different rotations in degrees.

Table 5 Face-recognition results for different rotation for ZMSRDA.

Rotation (in deg) Mean recognition rate (%)

0 99.1

10 96.1

30 94.8

50 96.1

70 93.7

90 98.6

110 94.4

130 96.1

150 93.5
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database for 100 subjects are performed to test the robustness
of the proposed method to salt-pepper noise. Three images
per subject are randomly selected for training, and the
remaining seven images per subject are used for testing.
While the training set includes image without noise, the test-
ing set includes noisy images with different levels of noise
densities. Ten realizations of noisy images are generated and
their accuracies are averaged to get the “representative”
value. The mean recognition rate of the algorithms based
on salt-pepper noise with different densities are shown in

Table 6 and plotted in Fig. 7, respectively. The following
results can be concluded:

• The sensitivity of wavelet transform to heavy noise can
be seen in this experiment. This is due to the down-
sampling process which decreases the resolution of the
images as well as the discrimination power of the
system in presence of noise.

• The accuracy of the Fisherface approach in the pres-
ence of heavy noise decreases highly. It shows the
sensitivity of appearance-based methods in the pres-
ence of heavy noise. A possible explanation for this
is that the performance of appearance-based methods
largely relies on representation of the training samples.
Hence the recognition rates of face-recognition meth-
ods based on appearance-based methods are degraded
sharply when the noisy images are used in the testing
set. Our result bolsters the results presented in Refs. 32
and 34.

• In Fig. 7 there is a clear trend of decreasing recognition
rate of LBPF, which shows high sensitivity and
deficiency of LBPF to noise. The underlying reason
is that LBP thresholds exactly at the value of the
central pixel. Hence original LBP tends to be sensitive
to noise. Our results prove the high sensitivity of
LBP to noise which was already mentioned in
Ref. 14.

• We can see in Fig. 7 that the method based on ZM
invariants is more robust to noise than other methods,
particularly than LBPF, which is the most vulnerable.

Fig. 6 (a) Typical original image from CASIA database; (b), (c), and (d) are the face images with noise density of 0.03, 0.06, and 0.1, respectively.

Table 6 Effect of salt-pepper noise on the performance of different
face-recognition methods.

Algorithms

Noise density

0 0.03 0.06 0.1

W2DPCA 88.1 86.5 85.3 80.4

Fisherface 94.6 93.7 91.3 87.7

LBPF 97.9 95.1 88.9 72.3

ZM 92.9 92.2 91.2 90.3

ZMF 95.4 95.1 93.9 92.5

ZMSRDA 99.1 99.0 98.7 98.2

Fig. 7 Performance of different face recognition on noisy images.
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This result is consistent with the result reported in
Ref. 20, which proves high robustness of ZMs to
noise.

5.2.5 Measurement of computation time

In this section the average time of feature extraction for each
algorithm for training the 400 images and testing 100 images
are calculated and shown in Table 7. As can be seen in
Table 7, there is no significant difference between running
time for testing of ZMSRDA and ZM, while the difference
between recognition rates is very large. This observation
proves the high performance of SRDA, yielding the pro-
posed method fast and accurate. Moreover, the superiority
of SRDA in comparison with Fisherface is more sensible.
As can be seen in Table 7, ZMF takes somewhat more time
for training and testing compared with ZMSRDA, which rep-
resents the effectiveness of SRDA in the proposed algorithm.
Further analysis shows that the time required for training and
testing of LBPF is very high compared with other methods.
This result may be explained by two different factors. First,
the process of generating LBP histogram features requires
a lot of time and memory. Second, using PCA on high-
dimensional LBP features as a preprocessing step increases
time and memory costs. Thus it can be concluded that SRDA
not only increases the discrimination power of our system
but also accelerates the feature extraction in comparison with
the Fisherface technique.

6 Discussions and Conclusion
In this paper we have presented a novel framework based on
a combination of features extracted using ZMs and SRDA to
compensate facial expression, slight pose, in-plane rotation,
and noise for facial images. The method first used ZM invar-
iants as a feature extractor and then normalized and weighted
features to increase the accuracy of the system. Finally
SRDAwas implemented to reduce the dimension of features
and to increase the discrimination power of the system. The
results were low-dimensional salient features with high dis-
crimination power. The paper has also compared the perfor-
mance of the proposed method with other NIR algorithms in

the presence of noise and image variations. The CASIA NIR
database was used to test the feasibility of the algorithm. It
was shown that ZMSRDA with small-size training samples
performs better than the other algorithms such as W2DPCA,
Fisherface, and LBPF. Moreover, the tests on noisy and
rotated images proved the noise immunity and rotation
invariance of the proposed approach. This study has
found that LBP, which is one of the most popular feature
extractors, has a deficiency in the presence of noise. Further
analysis showed that our proposed method has a low time
complexity as compared to LBP which has a high time com-
plexity. Hence it can be concluded that our method offers a
better potential for implementation in close-to-real-time or
even real-time face-recognition systems.

The study also enhanced our understanding of the impor-
tance of ZMs in pattern recognition. Moreover it makes sev-
eral noteworthy contributions to propose rotation and noise
invariant face recognition in the NIR domain. The most
important limitation lies in the fact that due ZMs are global
features, any local change of the image affects all ZMs.
Hence, the proposed method cannot properly handle the eye-
glass versus no eyeglasses scenario (this drawback is, how-
ever, common in most face-recognition systems). The second
important limitation of this study is related to interfacing
with legacy systems that may only have visible imagery
and may need matching visible imagery to NIR imagery.
Since the raw intensities of both modalities are significantly
different and ZMs are not designed for this purpose, such
system should use some multimodal similarity measure
such as mutual information instead.

We are currently exploring this problem in theory and
practice and future works will focus on enhancing solutions
to overcome these limitations.
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